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What Is Machine Learning?

Environments

Data sources

Model

Learning

Inference

I Machine learning is a data-driven
method for artificial intelligence.

I Three key ingredients in machine
learning

1. Data;
2. A machine learning model;
3. A learning algorithm.
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Machine Learning Pipeline
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Machine Learning Taxonomy

Feedback Goal

Supervised learning Instructive feedback Regression & classification

Unsupervised learning No feedback Representation learning & clustering

Reinforcement learning Evaluative feedback Sequential decision making
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Classification

Taken from Wikipedia.
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Image Classification

Taken from https://cs231n.github.io.

https://cs231n.github.io
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Regression

Taken from Wikipedia.
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Clustering

Taken from Wikipedia.
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Anomaly Detection

Taken from https://iwringer.wordpress.com/2015/11/17/anomaly-detection-concepts-and-techniques/.

https://iwringer.wordpress.com/2015/11/17/anomaly-detection-concepts-and-techniques/
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Generative Models

Taken from http://torch.ch/blog/2015/11/13/gan.html.

http://torch.ch/blog/2015/11/13/gan.html
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Reinforcement Learning

Environment

Agent

A
ct
io
n

Interpreter

Reward

State

Taken from Wikipedia.
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Bayesian Optimization
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Figure 1: Bayesian optimization results with the EI criterion.
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First Ingredient: Data
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First Ingredient: Data
I For a supervised learning case, a set of data is

{(xi, yi)}ni=1, (1)

where x ∈ Rd is a d-dimensional input, y ∈ R is a scalar output, and n is the
number of data.

I For a unsupervised learning case, a set of data is

{xi}ni=1, (2)

where x ∈ Rd is a d-dimensional input and n is the number of data.

I For an (offline) reinforcement learning case, a set of data, i.e., a set of episodes, is

{{(sj ,aj , sj+1, rj)}ti−1j=0 }ni=1, (3)

where sj , aj , and rj are state, action, and reward at iteration j, respectively.
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Boston House-Prices Dataset

I A regression task

I Number of samples: 506

I Dimensionality: 13

I Target: medv - median value of owner-occupied homes in $1000s (target), 5.0 -
50.0

I Features:

1. crim - per capita crime rate by town

2. zn - proportion of residential land zoned for lots over 25,000 sq.ft

3. indus - proportion of non-retail business acres per town

4. chas - Charles River dummy variable (= 1 if tract bounds river; 0
otherwise)

5. nox - nitrogen oxides concentration (parts per 10 million)

6. rm - average number of rooms per dwelling

7. age - proportion of owner-occupied units built prior to 1940

8. dis - weighted mean of distances to five Boston employment
centres

9. rad - index of accessibility to radial highways

10. tax - full-value property-tax rate per $10,000

11. ptratio - pupil-teacher ratio by town

12. black - 1000(Bk - 0.63)2 where Bk is the proportion of blacks by
town

13. lstat - lower status of the population (percent)
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Breast Cancer Wisconsin Dataset

I A classification task

I Number of samples: 569

I Dimensionality: 30

I Target: malignant or benign

I Features:

I mean radius, mean texture, mean perimeter, mean area, mean smoothness, mean
compactness, mean concavity, mean concave points, mean symmetry, mean fractal
dimension, radius error, texture error, perimeter error, area error, smoothness error,
compactness error, concavity error, concave points error, symmetry error, fractal
dimension error, worst radius, worst texture, worst perimeter, worst area, worst
smoothness, worst compactness, worst concavity, worst concave points, worst
symmetry, worst fractal dimension
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Images

Taken from https://cs231n.github.io.

https://cs231n.github.io
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MNIST

I A classification task

I Number of samples: training 60,000 / test 10,000

I Dimensionality: 28 × 28 (= 784)

I Target: digits, 0 – 9

http://yann.lecun.com/exdb/mnist/

http://yann.lecun.com/exdb/mnist/
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CIFAR-10 / CIFAR-100

(a) CIFAR-10 (b) CIFAR-100

Figure 2: CIFAR-10 / CIFAR-100
I A classification task

I Number of samples: training 50,000 / test 10,000

I Dimensionality: 32 × 32 × 3 (= 3,072)

I Target: category, 10 (CIFAR-10) / 100 (CIFAR-100)

https://www.cs.toronto.edu/~kriz/cifar.html

https://www.cs.toronto.edu/~kriz/cifar.html
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Large-Scale CelebFaces Attributes (CelebA) Dataset

I A classification task

I Number of samples: 202,599

I Dimensionality: 178 × 218 × 3 (= 116,412)

I Target: person identification, 10,177

I Note: 5 landmark locations, 40 binary attributes annotations per image

https://mmlab.ie.cuhk.edu.hk/projects/CelebA.html

https://mmlab.ie.cuhk.edu.hk/projects/CelebA.html
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Tensors

Figure 3: Illustration of tensors

I A k-dimensional array of data is defined as a tensor of order (or rank) k
∈ Rd1×d2×···×dk .

Figure 3 is taken from https://medium.com/mlait/tensors-representation-of-data-in-neural-networks-bbe8a711b93b.

https://medium.com/mlait/tensors-representation-of-data-in-neural-networks-bbe8a711b93b
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Second Ingredient: A Machine Learning
Model
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Second Ingredient: A Machine Learning Model

I A supervised learning model considers the dependence of a scalar response y ∈ Rn

on a covariate X ∈ Rn×d:
y = f(x) + ε, (4)

where ε is an observation noise.

I A multi-output (or multi-class) expansion is

y = f(x) + ε, (5)

where y ∈ Rk a k-dimensional output and ε ∈ Rk is an observation noise vector.
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Linear Regression

I Linear regression is a linear model over basis functions φ(x):

f(x) =

M∑
j=0

wjφj(x) = w>φ(x), (6)

where φj(·) is a basis function and

w = [w0, w1, . . . , wM ] ,

φ(·) = [φ0(·), φ1(·), . . . , φM (·)] .
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Polynomial Regression

I y =
∑M

j=0wjφj(x) =
∑M

j=0wjx
j .
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Logistic Regression

I Logistic regression is a regression task, of which the output is bounded in [0, 1].

I It is used for a binary classification task.

I It is defined as
f(x) = w>x, (7)

where w ∈ Rd is a learnable parameter and w ∈ Rd is a data point.

I A class probability is computed with a logistic function.

I A classifier predicts a class label by

t(x) =

{
0 if σ(f(x)) ≤ 0.5,

1 otherwise,
(8)

where σ is a logistic function.
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Logistic Function

Taken from Wikipedia.
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Expansion to Multi-Class Classification
I Multi-class classification is defined with a multinomial distribution.

I It is defined as
f(x) = W>x, (9)

where W ∈ Rd×k is a learnable parameter and w ∈ Rd is a data point. Note that
k is the number of classes.

I A class probability is computed with a softmax function:

σ(zi) =
exp(zi)∑k
j=1 exp(zj)

, (10)

where z = [z1, . . . , zk].

I By the definition of the softmax function,
∑k

i=1 σ(zi) = 1.

I Finally, a classifier predicts a class label by t(x) = argmaxi∈[k] σ(zi).
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Multilayer Perceptron

I Each layer is a fully-connected layer (a.k.a. a dense layer).

I It usually contains non-linear transformation.

I Given x = [x1, x2, . . . , xd] ∈ Rd, three-layer multilayer perceptron is defined as

f(x) = σ
(
W>

3 σ
(
W>

2 σ
(
W>

1 x
)))

∈ Rk, (11)

where σ is an activation function, W1 ∈ Rd×d1 , W2 ∈ Rd1×d2 , and W3 ∈ Rd2×k.
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Multilayer Perceptron

Figure 4: Case with k = 1.
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Activation Functions
I It is a function to express the switch which has two outputs, ON and OFF.

I In a neural network field, it is non-linear and its shape is usually sigmoid.

I There are several activations such as logistic function, hyperbolic tangent
function, and rectified linear unit (ReLU).

Figure 5: Activation functions: (left) logistic function and (right) ReLU.

Figure 5 is taken from Wikipedia.
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Third Ingredient: A Learning Algorithm
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Third Ingredient: A Learning Algorithm

I To learn an optimal model, we need to optimize the following:

w? = argmin

n∑
i=1

L(xi, yi;wi), (12)

where L is a loss function (or an objective), given a dataset {(xi, yi)}ni=1.

I We will have two questions:

I How do we define a loss function L?

I How do we solve the problem (12)?
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Loss Function

I Mean squared loss is

L(x, y;w) = (y − f(x;w))2. (13)

I Cross-entropy is

L(x, y;w) = one-hot(y)> log p(x), (14)

where one-hot(·) converts a category to a
one-hot representation and p(x) is a classifier
output. Note that y ∈ {1, . . . , k}.
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Loss Function

Taken from https://losslandscape.com.

https://losslandscape.com
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Mathematical Optimization
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Figure 6: Branin function.

I Given an objective f : A → R where
A is some set, it seeks minimum or
maximum of the target function:

x∗ = argmin f(x), (15)

or
x∗ = argmax f(x). (16)
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Mathematical Optimization

I To optimize an objective, we can select one of such strategies:

I random searches;

I gradient-based approaches;

I convex programming;

I evolutionary algorithms;

I simulated annealing;

I Bayesian optimization.

I Each strategy has the advantage in the corresponding conditions of optimization
problem.
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Gradients

Figure 7: Illustration of gradients.

Taken from Wikipedia.
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Gradient Descent

I Gradient descent over parameters w is defined as

wt+1 = wt − γ
n∑

i=1

∂L(xi, yi;w)

∂w
, (17)

where wt is a learnable parameter at iteration t, L is a loss function, and γ is a
learning rate.
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Simple Variants of Gradient Descent

I Stochastic gradient descent over parameters w is defined as

wt+1 = wt − γ
∂L(x, y;w)

∂w
, (18)

where (x, y) is randomly selected from {(xi, yi)}ni=1.

I Mini-batch gradient descent over parameters w is defined as

wt+1 = wt − γ
b∑

i=1

∂L(xi, yi;w)

∂w
, (19)

where b is batch size and each mini-batch is sampled from {(xi, yi)}ni=1. Note
that b ≤ n.
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Adam Optimizer
I It uses the estimations of first and second moments of gradient to adapt a

learning rate for each weight [Kingma and Ba, 2015].

I Adam = momentum + bias correction + RMSProp.

I It is defined as

vt = β1vt−1 + (1− β1)[∇L(wt−1)], (20)

rt = β2rt−1 + (1− β2)[∇L(wt−1)]
2, (element-wise square) (21)

vbc
t =

vt

1− βt1
, (22)

rbct =
rt

1− βt2
, (23)

wt = wt−1 − αvbc
t

/√
rbct , (element-wise division) (24)

where β1, β2, and α are hyperparameters.

[Kingma and Ba, 2015] D. P. Kingma and J. L. Ba. ADAM: A method for stochastic optimization. In Proceedings of the International Conference on
Learning Representations (ICLR), San Diego, California, USA, 2015.
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List of Optimizers

Taken from [Schmidt et al., 2021].

[Schmidt et al., 2021] R. M. Schmidt, F. Schneider, and P. Hennig. Descending through a crowded valley – benchmarking deep learning optimizers. In
Proceedings of the International Conference on Machine Learning (ICML), pages 9367–9376, Virtual, 2021.



45/50

List of Optimizers (Cont.)

Taken from [Schmidt et al., 2021].

[Schmidt et al., 2021] R. M. Schmidt, F. Schneider, and P. Hennig. Descending through a crowded valley – benchmarking deep learning optimizers. In
Proceedings of the International Conference on Machine Learning (ICML), pages 9367–9376, Virtual, 2021.
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List of Optimizers (Cont.)

Taken from [Schmidt et al., 2021].

[Schmidt et al., 2021] R. M. Schmidt, F. Schneider, and P. Hennig. Descending through a crowded valley – benchmarking deep learning optimizers. In
Proceedings of the International Conference on Machine Learning (ICML), pages 9367–9376, Virtual, 2021.
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Integration of All Ingredients
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Linear Regression: Least Mean Square

I Least mean square is a gradient descent method which minimizes the
instantaneous error Lt, where

LLS =

N∑
t=1

Lt =
1

2

N∑
t=1

(
yt −w>φ(xt)

)2
. (25)

I The gradient descent method leads to the updating rule for w that is of the form

w← w − η∇Lt
← w + η

(
yt −w>φ(xt)

)
φ(xt), (26)

where η > 0 is a hyperparameter, referred to as a learning rate.
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Any Questions?
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