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A Series of GPTs

Selected Contributions #Parameters

GPT [Radford et al., 2018] Pre-training, then fine-tuning 117M

GPT-2 [Radford et al., 2019]
Task conditioning & Zero-shot task transfer

Up to 1.542B
(& In-context learning)

GPT-3 [Brown et al., 2020]
In-context learning

Up to 175B& Zero-shot, one-shot, and few-shot settings
(without gradient updates)

[Radford et al., 2018] A. Radford, K. Narasimhan, T. Salimans, and I. Sutskever. Improving language understanding by generative pre-training.
https://openai.com/blog/language-unsupervised/, 2018.

[Radford et al., 2019] A. Radford, J. Wu, R. Child, D. Luan, D. Amodei, and I. Sutskever. Language models are unsupervised multitask learners.
https://openai.com/blog/better-language-models/, 2019.

[Brown et al., 2020] T. B. Brown, B. Mann, N. Ryder, M. Subbiah, J. Kaplan, P. Dhariwal, A. Neelakantan, P. Shyam, G. Sastry, A. Askell, S.
Agarwal, A. Herbert-Voss, G. Krueger, T. Henighan, R. Child, A. Ramesh, D. M. Ziegler, J. Wu, C. Winter, C. Hesse, M. Chen, E. Sigler, M. Litwin,
S. Gray, B. Chess, J. Clark, C. Berner, S. McCandlish, A. Radford, I. Sutskever, and D. Amodei. Language models are few-shot learners. In Advances
in Neural Information Processing Systems (NeurIPS), volume 33, pages 1877–1901, Virtual, 2020.

https://openai.com/blog/language-unsupervised/
https://openai.com/blog/better-language-models/
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A Series of GPTs

I Generative Pre-trained Transformer (GPT) and its variants have been proposed by
a research group in OpenAI.

I They are based on the architecture of Transformer [Vaswani et al., 2017].

I GPT [Radford et al., 2018], GPT-2 [Radford et al., 2019], and GPT-3 [Brown
et al., 2020] have been proposed so far.

I OpenAI supports their API, which is powered by GPT-3, to open research
subfields and the commercial market.
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Examples of OpenAI API with GPT-3

I OpenAI API

I Video Link 1

I Video Link 2

I Video Link 3

https://openai.com/blog/openai-api/
https://cdn.openai.com/API/excel_tabulate_v3_biz.mp4
https://cdn.openai.com/API/FINAL_bread.mp4
https://cdn.openai.com/API/English_Bash_Python.mp4
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Transformer

Figure 1: Transformer.

Figure 1 is taken from [Vaswani et al., 2017].
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Tasks & Datasets
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Tasks: GPT

I Twelve different tasks on natural language inference, question answering, sentence
similarity, and classification are solved in the GPT paper.

I Some of these tasks have already been covered in the previous lecture on
BERT [Devlin et al., 2018].

Table 1: Different tasks and datasets used in our experiments.

Task Datasets

Natural language inference SNLI, MultiNLI, Question NLI, RTE, SciTail

Question answering RACE, Story Cloze

Sentence similarity MSR Paraphrase Corpus, Quora Question Pairs, STS Benchmark

Classification Stanford Sentiment Treebank-2, CoLA
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Datasets: GPT

Unsupervised Pre-Training

I The BooksCorpus dataset is used to train the GPT model.

I It contains over 7,000 unique unpublished books from a variety of genres including
Adventure, Fantasy, and Romance.

I An alternative dataset, the 1B Word Benchmark, is approximately the same size
but is shuffled at a sentence level – destroying long-range structure.

Fine-Tuning

I The GPT model is fine-tuned by task-specific datasets, in order to solve the
corresponding tasks.
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Tasks: GPT-2
I Diverse language tasks such as question answering, reading comprehension,

summarization, and translation are solved.
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Datasets: GPT-2

I The authors create a new web scrape which emphasizes document quality.

I The web pages that have been curated and filtered by humans are only scraped.

I Manually filtering a full web scrape would be exceptionally expensive, so all
outbound links from Reddit, which received at least 3 karma, are scraped.

I The resulting new dataset, WebText, contains the text subset of these 45 million
links.

I After de-duplication and some heuristic-based cleaning, it contains slightly over 8
million documents for a total of 40 GB of text.

I All Wikipedia documents are removed from WebText, since it is a common data
source for other datasets.
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Tasks: GPT-3

I Similar to GPT-2, GPT-3 solves diverse language tasks such as completion,
closed-book question answering, translation, common sense reasoning, and
reading comprehension.
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Datasets: GPT-3

I Five datasets are used to train GPT-3.

Table 2: Datasets used to train GPT-3.

Dataset
Quantity Weight in Epochs elapsed when
(tokens) training mix training for 300B tokens

Common Crawl (filtered) 410B 60% 0.44

WebText2 19B 22% 2.9

Books1 12B 8% 1.9

Books2 55B 8% 0.43

Wikipedia 3B 3% 3.4
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A Machine Learning Model
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GPT

I GPT largely follows the original Transformer paper [Vaswani et al., 2017].

I It has a 12-layer decoder-only Transformer with masked self-attention heads
(768-dimensional states and 12 attention heads).

I For the position-wise feed-forward networks, 3072-dimensional inner states are
used.

I The decoder-only Transformer is pre-trained.

I The pre-trained Transformer and the last task-specific linear layer is fine-tuned.
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GPT
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GPT
Unsupervised Pre-Training

I Given an unsupervised corpus of tokens U = {u1, . . . , un}, the standard language
modeling objective is used to maximize the following log-likelihood:

L1(U) =
∑
i

logP (ui | ui−k, . . . , ui−1;θ), (1)

where k is the size of context window.

I The model is defined as

hi = UWe +Wp, (2)

hl = transformer block(hl−1) ∀i ∈ [1, n], (3)

P (u | U) = softmax(hnW), (4)

where U = (u−k, . . . , u−1) is the context vector of tokens, n is the number of
layers, We is a token embedding matrix, and Wp is a positional embedding
matrix.
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GPT

Supervised Fine-Tuning

I A task-specific model is defined as

P (y | x1, . . . xm) = softmax(hn,mWy). (5)

I After training the model, the model is fine-tuned by maximizing the following
objective:

L(C) = L2(C) + λL1(C), (6)

where
L2(C) =

∑
(x,y)∈C

logP (y | x1, . . . , xm), (7)

and λ is a hyperparameter. Note that x = (x1, . . . , xm).
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GPT-2

I Task conditioning is defined as

p(output | input, task; parameters). (8)

I For example, a translation training example can be written as

(translation to French, 〈English text〉, 〈French text〉). (9)

I Likewise, a reading comprehension example can be written as

(answer the question, 〈document〉, 〈question〉, 〈answer〉). (10)

I Without fine-tuning, zero-shot task transfer is capable of detecting a prompt,
e.g., : (colon).
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GPT-2

Table 3: Four GPT-2 architectures.

#Parameters #Layers dmodel

117M 12 768
345M 24 1024
762M 36 1280

1542M 48 1600
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GPT-3

I The same model and architecture of GPT-2 is used, including the modified
initialization, pre-normalization, and reversible tokenization.

I GPT-3 utilizes in-context learning, which predicts the next word given context
words.

I It systematically explores different settings for learning within the context.

I The settings where the model is given a few (or zero) demonstrations of the task
at inference time as conditioning are conducted [Radford et al., 2019], but no
weight updates are allowed.
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GPT-3
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GPT-3
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GPT-3
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GPT-3

Table 4: Eight GPT-3 architectures. BS and LR indicate batch size (in tokens) and learning
rate, respectively. All models were trained for a total of 300 billion tokens.

Model Name #Parameters #Layers dmodel nheads dhead BS LR

GPT-3 Small 125M 12 768 12 64 0.5M 6.0× 10−4

GPT-3 Medium 350M 24 1024 16 64 0.5M 3.0× 10−4

GPT-3 Large 760M 24 1536 16 96 0.5M 2.5× 10−4

GPT-3 XL 1.3B 24 2048 24 128 1M 2.0× 10−4

GPT-3 2.7B 2.7B 32 2560 32 80 1M 1.6× 10−4

GPT-3 6.7B 6.7B 32 4096 32 128 2M 1.2× 10−4

GPT-3 13B 13.0B 40 5140 40 128 2M 1.0× 10−4

GPT-3 175B or “GPT-3” 175.0B 96 12288 96 128 3.2M 0.6× 10−4
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A Learning Algorithm
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Learning Algorithms

I GPT and GPT-3 are trained by Adam optimizers [Kingma and Ba, 2015]; the
optimizer for GPT-2 is not specified in the paper.

I For GPT-3, the global norm of the gradient is clipped at 1.0 and the authors use
cosine decay for learning rate down to 10% of its value, over 260 billion tokens.
Moreover, there is a linear learning rate warmup over the first 375 million tokens.

I For GPT-3, the batch size gradually increases linearly from a small value (32k
tokens) to the full value over the first 4-12 billion tokens of training, depending on
the model size
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Experimental Results
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Experimental Results: GPT
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Experimental Results: GPT
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Experimental Results: GPT-2
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Experimental Results: GPT-2
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Experimental Results: GPT-2
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Experimental Results: GPT-2
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Experimental Results: GPT-2
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Experimental Results: GPT-3

Figure 2: Zero-shot results on PTB language modeling dataset. a indicates GPT-2.



44/54

Experimental Results: GPT-3

Figure 3: Performance on Cloze and completion tasks. b indicates GPT-2.
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Experimental Results: GPT-3

Figure 4: On LAMBADA, the few-shot capability of language models results in a strong boost
to accuracy.



46/54

Experimental Results: GPT-3

Figure 5: Results on three Open-Domain QA tasks.
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Experimental Results: GPT-3

Figure 6: On TriviaQA GPT3’s performance grows smoothly with model size, suggesting that
language models continue to absorb knowledge as their capacity increases.
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Experimental Results: GPT-3

Figure 7: Few-shot GPT-3 outperforms previous unsupervised NMT work by 5 BLEU when
translating into English reflecting its strength as an English LM.
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Experimental Results: GPT-3

Figure 8: Few-shot translation performance on 6 language pairs as model capacity increases.
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Experimental Results: GPT-3

Figure 9: Human accuracy in identifying whether short (∼200 words) news articles are model
generated.
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Experimental Results: GPT-3
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Experimental Results: GPT-3
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Any Questions?
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