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DALL·E 2

I OpenAI DALL·E 2 has been released on April 6, 2022.

I DALL·E 2 is able to create realistic images from a description in natural language.

I In addition, it can edit exiting images by providing a natural language caption.

https://openai.com/dall-e-2/
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XLNet: Generalized Autoregressive
Pretraining for Language Understanding
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XLNet
I Denoising autoencoding-based pretraining, e.g., BERT, achieves better

performance than pretraining methods based on autoregressive language modeling.

I However, relying on corrupting the input with masks, BERT neglects dependency
between the masked positions and suffers from a pretrain-finetune discrepancy.

I Instead of using a fixed forward or backward factorization order as in conventional
autoregressive models, XLNet maximizes the expected log likelihood of a sequence
w.r.t. all possible permutations of the factorization order.

I As a generalized autoregressive language model, XLNet does not rely on data
corruption, e.g., a mask token, [MASK].

I XLNet integrates two important techniques in Transformer-XL [Dai et al., 2019],
the relative positional encoding scheme and the segment recurrence mechanism.

[Yang et al., 2019] Z. Yang, Z. Dai, Y. Yang, J. Carbonell, R. Salakhutdinov, and Q. V. Le. XLNet: Generalized autoregressive pretraining for
language understanding. In Advances in Neural Information Processing Systems (NeurIPS), volume 32, Vancouver, British Columbia, Canada, 2019.

[Dai et al., 2019] Z. Dai, Z. Yang, Y. Yang, J. Carbonell, Q. V. Le, and R. Salakhutdinov. Transformer-XL: Attentive language models beyond a
fixed-length context. In Proceedings of the Annual Meeting of the Association for Computational Linguistics, pages 2978–2988, 2019.

https://arxiv.org/abs/1906.08237
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XLNet

https://arxiv.org/abs/1906.08237


10/30

RoBERTa: A Robustly Optimized BERT
Pretraining Approach
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RoBERTa

I The authors present a replication study of BERT pre-training, which includes a
careful evaluation of the effects of hyperparmeter tuning and training set size.

I They find that BERT was significantly undertrained and propose an improved
recipe for training BERT models.

I The modifications include: (i) training the model longer, with bigger batches, over
more data; (ii) removing the next sentence prediction objective; (iii) training on
longer sequences; and (iv) dynamically changing the masking pattern applied to
the training data.

I They also collect a large new dataset (CC-News) of comparable size to other
privately used datasets, to better control for training set size effects.

[Liu et al., 2019] Y. Liu, M. Ott, N. Goyal, J. Du, M. Joshi, D. Chen, O. Levy, M. Lewis, L. Zettlemoyer, and V. Stoyanov. RoBERTa: A robustly
optimized BERT pretraining approach. arXiv preprint arXiv:1907.11692, 2019.

https://arxiv.org/abs/1907.11692
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RoBERTa

https://arxiv.org/abs/1907.11692
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RoBERTa

https://arxiv.org/abs/1907.11692
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RoBERTa

https://arxiv.org/abs/1907.11692
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DistilBERT, a Distilled Version of BERT:
Smaller, Faster, Cheaper and Lighter
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DistilBERT

https://arxiv.org/abs/1910.01108
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DistilBERT

I The trend toward bigger models raises two concerns:

I First is the environmental cost of exponentially scaling the computational
requirements.

I Second, the growing computational and memory requirements may hamper the
potential to enable novel and interesting applications for on-device real-time
language processing.

I In this paper, it is possible to reach similar performances on many downstream
tasks using much smaller language models pre-trained with knowledge distillation,
resulting in models that are lighter and faster at inference time.

I The general-purpose pre-trained models can be fine-tuned with good
performances on several downstream tasks, keeping the flexibility of larger models.

[Sanh et al., 2019] V. Sanh, L. Debut, J. Chaumond, and T. Wolf. DistilBERT, a distilled version of BERT: smaller, faster, cheaper and lighter. arXiv
preprint arXiv:1910.01108, 2019.

https://arxiv.org/abs/1910.01108
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Knowledge Distillation
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Knowledge Transfer

Taken from [Gou et al., 2021].

[Gou et al., 2021] J. Gou, B. Yu, S. J. Maybank, and D. Tao. Knowledge distillation: A survey. International Journal of Computer Vision,
129(6):1789–1819, 2021.
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DistilBERT

https://arxiv.org/abs/1910.01108


20/30

Exploring the Limits of Transfer Learning
with a Unified Text-to-Text Transformer
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Text-to-Text Transfer Transformer (T5)

I Transfer learning, where a model is first pre-trained on a data-rich task before
being fine-tuned on a downstream task, has emerged as a powerful technique in
natural language processing.

I In this paper, the authors explore the landscape of transfer learning techniques for
natural language processing.

I They introduce a unified framework that converts all text-based language
problems into a text-to-text format.

I A new dataset “Colossal Clean Crawled Corpus (C4)” is also introduced.

[Raffel et al., 2020] C. Raffel, N. Shazeer, A. Roberts, K. Lee, S. Narang, M. Matena, Y. Zhou, W. Li, and P. J. Liu. Exploring the limits of transfer
learning with a unified text-to-text transformer. Journal of Machine Learning Research, 21:1–67, 2020.

https://arxiv.org/abs/1910.10683
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Text-to-Text Transfer Transformer (T5)

"translate English to German: That is good."

"cola sentence: The 
course is jumping well."

"summarize: state authorities 
dispatched emergency crews tuesday to 
survey the damage after an onslaught 
of severe weather in mississippi…"

"stsb sentence1: The rhino grazed 
on the grass. sentence2: A rhino 

is grazing in a field."
T5

"Das ist gut."

"not acceptable"

"six people hospitalized after 
a storm in attala county."

"3.8"

https://arxiv.org/abs/1910.10683
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Text-to-Text Transfer Transformer (T5)
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https://arxiv.org/abs/1910.10683
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Text-to-Text Transfer Transformer (T5)

Figure 1: Original sentence is “Thank you for inviting me to your party last week .”.

https://arxiv.org/abs/1910.10683
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Text-to-Text Transfer Transformer (T5)

https://arxiv.org/abs/1910.10683
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Turing-NLG
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Turing-NLG

https://www.microsoft.com/en-us/research/blog/turing-nlg-a-17-billion-parameter-language-model-by-microsoft/
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Turing-NLG

I Turing-NLG is a 17 billion parameter language model by Microsoft.

I It is a Transformer-based generative language model, which has 78 Transformer
layers with a hidden size of 4256 and 28 attention heads.

I It is implemented by a framework, named DeepSpeed, which is developed by
Microsoft.

I Similar to other models, it is fine-tuned on downstream tasks, after pre-training
the Turing-NLG model.

Details of Turing-NLG is available at this link.

https://www.microsoft.com/en-us/research/blog/turing-nlg-a-17-billion-parameter-language-model-by-microsoft/
https://www.microsoft.com/en-us/research/blog/turing-nlg-a-17-billion-parameter-language-model-by-microsoft/
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Any Questions?
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