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Today’s Lecture

I Ethical issues are significant problems in machine learning, especially in large-scale
machine learning.

I We have to avoid discrimination based on the groups, classes, or any other
categories, e.g., race, gender, age, religion, disability, and sexual orientation.

I Hate speech is one of the cases that express such discrimination.

I Environmental issues are also serious as well.

I Reducing carbon footprint is one of the greatest challenges facing humankind.

I Training and inference of large-scale models are inevitably involved in the issue of
carbon emissions.
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Problems of Hate Speech

Figure 1: Luda Lee, developed by Scatter Lab.

Taken from this link.

https://www.theguardian.com/world/2021/jan/14/time-to-properly-socialise-hate-speech-ai-chatbot-pulled-from-facebook


5/29

Problems of Hate Speech

Figure 2: Example of hate speech, expressed as multi-modal data.

Taken from this link.

https://ai.facebook.com/blog/ai-advances-to-better-detect-hate-speech/
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Climate Change in the Last 50 Years

Taken from Wikipedia.
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Carbon Footprint of Training Machine Learning Models

“Training artificial intelligence is an energy-intensive process. New estimates suggest
that the carbon footprint of training a single AI is as much as 284 tonnes of carbon

dioxide equivalent – five times the lifetime emissions of an average car.” [1]

Figure 3: Estimated CO2 emissions from training common NLP models, compared to familiar
consumption.

[1] is taken from this link.

Figure 4 is taken from [Strubell et al., 2019].

[Strubell et al., 2019] E. Strubell, A. Ganesh, and A. McCallum. Energy and policy considerations for deep learning in NLP. In Proceedings of the
Annual Meeting of the Association for Computational Linguistics (ACL), pages 3645–3650, 2019.

https://www.newscientist.com/article/2205779-creating-an-ai-can-be-five-times-worse-for-the-planet-than-a-car/
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Carbon Footprint of Training Machine Learning Models

Figure 4: Estimated cost of training a model in terms of CO2 emissions and cloud compute
cost. Power and carbon footprint are omitted for TPUs due to lack of public information on
power draw for this hardware.

Figure 4 is taken from [Strubell et al., 2019].

[Strubell et al., 2019] E. Strubell, A. Ganesh, and A. McCallum. Energy and policy considerations for deep learning in NLP. In Proceedings of the
Annual Meeting of the Association for Computational Linguistics (ACL), pages 3645–3650, 2019.
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StereoSet: Measuring Stereotypical Bias
in Pretrained Language Models
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StereoSet: Measuring Stereotypical Bias in Pretrained Language
Models

I A stereotype is an over-generalized
belief about a particular group of
people, e.g., Asians are good at math
or Asians are bad drivers.

I The authors crowdsource StereoSet, a
dataset for associative contexts in
English containing 4 target domains,
321 target terms and 16,995 test
instances (triplets).

I It is available at this link.

[Nadeem et al., 2021] M. Nadeem, A. Bethke, and S. Reddy. StereoSet: Measuring stereotypical bias in pretrained language models. In Proceedings of
the Annual Meeting of the Association for Computational Linguistics (ACL), pages 5356–5371, 2021.

https://stereoset.mit.edu
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Examples of StereoSet

[Nadeem et al., 2021] M. Nadeem, A. Bethke, and S. Reddy. StereoSet: Measuring stereotypical bias in pretrained language models. In Proceedings of
the Annual Meeting of the Association for Computational Linguistics (ACL), pages 5356–5371, 2021.
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Examples of StereoSet

[Nadeem et al., 2021] M. Nadeem, A. Bethke, and S. Reddy. StereoSet: Measuring stereotypical bias in pretrained language models. In Proceedings of
the Annual Meeting of the Association for Computational Linguistics (ACL), pages 5356–5371, 2021.
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ETHOS: An Online Hate Speech
Detection Dataset
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ETHOS: An Online Hate Speech Detection Dataset

I Online hate speech is a recent problem in our society by leveraging the
vulnerability of social media platforms.

I A textual dataset, ETHOS has two variants: binary and multi-label, based on
YouTube and Reddit comments.

I It is validated using the Figure-Eight crowdsourcing platform.

[Mollas et al., 2020] I. Mollas, Z. Chrysopoulou, S. Karlos, and G. Tsoumakas. ETHOS: an online hate speech detection dataset. arXiv preprint
arXiv:2006.08328, 2020.
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ETHOS: An Online Hate Speech Detection Dataset

Note that these links contain language that are offensive.

I We can find a dataset from these links: Link 1 and Link 2.

[Mollas et al., 2020] I. Mollas, Z. Chrysopoulou, S. Karlos, and G. Tsoumakas. ETHOS: an online hate speech detection dataset. arXiv preprint
arXiv:2006.08328, 2020.

https://github.com/intelligence-csd-auth-gr/Ethos-Hate-Speech-Dataset/blob/master/ethos/ethos_data/Ethos_Dataset_Binary.csv
https://github.com/intelligence-csd-auth-gr/Ethos-Hate-Speech-Dataset/blob/master/ethos/ethos_data/Ethos_Dataset_Multi_Label.csv
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Analyses of GPT-3
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Analyses of GPT-3

[Brown et al., 2020] T. B. Brown, B. Mann, N. Ryder, M. Subbiah, J. Kaplan, P. Dhariwal, A. Neelakantan, P. Shyam, G. Sastry, A. Askell, S.
Agarwal, A. Herbert-Voss, G. Krueger, T. Henighan, R. Child, A. Ramesh, D. M. Ziegler, J. Wu, C. Winter, C. Hesse, M. Chen, E. Sigler, M. Litwin,
S. Gray, B. Chess, J. Clark, C. Berner, S. McCandlish, A. Radford, I. Sutskever, and D. Amodei. Language models are few-shot learners. In Advances
in Neural Information Processing Systems (NeurIPS), volume 33, pages 1877–1901, Virtual, 2020.
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Analyses of GPT-3

[Brown et al., 2020] T. B. Brown, B. Mann, N. Ryder, M. Subbiah, J. Kaplan, P. Dhariwal, A. Neelakantan, P. Shyam, G. Sastry, A. Askell, S.
Agarwal, A. Herbert-Voss, G. Krueger, T. Henighan, R. Child, A. Ramesh, D. M. Ziegler, J. Wu, C. Winter, C. Hesse, M. Chen, E. Sigler, M. Litwin,
S. Gray, B. Chess, J. Clark, C. Berner, S. McCandlish, A. Radford, I. Sutskever, and D. Amodei. Language models are few-shot learners. In Advances
in Neural Information Processing Systems (NeurIPS), volume 33, pages 1877–1901, Virtual, 2020.
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Analyses of GPT-3

[Brown et al., 2020] T. B. Brown, B. Mann, N. Ryder, M. Subbiah, J. Kaplan, P. Dhariwal, A. Neelakantan, P. Shyam, G. Sastry, A. Askell, S.
Agarwal, A. Herbert-Voss, G. Krueger, T. Henighan, R. Child, A. Ramesh, D. M. Ziegler, J. Wu, C. Winter, C. Hesse, M. Chen, E. Sigler, M. Litwin,
S. Gray, B. Chess, J. Clark, C. Berner, S. McCandlish, A. Radford, I. Sutskever, and D. Amodei. Language models are few-shot learners. In Advances
in Neural Information Processing Systems (NeurIPS), volume 33, pages 1877–1901, Virtual, 2020.
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Chasing Carbon: The Elusive
Environmental Footprint of Computing
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Chasing Carbon: The Elusive Environmental Footprint of
Computing

[Gupta et al., 2022] U. Gupta, Y. G. Kim, S. Lee, J. Tse, H.-H. S. Lee, G.-Y. Wei, D. Brooks, and C.-J. Wu. Chasing carbon: The elusive
environmental footprint of computing. IEEE Micro, 2022.
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Categories of Carbon Emissions
I Given the advancements in energy efficiency, this paper shows computer system

and architecture researchers must go beyond energy and consider the carbon
footprint of platforms end-to-end.

I Infrastructure efficiency optimization targets operational expenditures (opex,
recurring operations) and capital expenditures (capex, one-time infrastructure and
hardware).

I Similar to infrastructure efficiency optimization, we categorize carbon emissions
into opex- and capex-related activities:

I opex-related emissions as emissions from hardware use and energy consumption
(operational footprint);

I capex-related emissions as emissions from facility-infrastructure construction and
chip manufacturing (embodied footprint), such as, procuring raw materials,
fabrication, packaging, and assembly.

[Gupta et al., 2022] U. Gupta, Y. G. Kim, S. Lee, J. Tse, H.-H. S. Lee, G.-Y. Wei, D. Brooks, and C.-J. Wu. Chasing carbon: The elusive
environmental footprint of computing. IEEE Micro, 2022.
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Scopes of Carbon Emissions

I Scope 1 emissions come from fuel combustion, refrigerants in offices and data
centers, transportation, and the use of chemicals and gases in semiconductor
manufacturing.

I Scope 2 emissions come from purchased energy powering semiconductor fabs,
offices, and data-centers.

I Scope 3 emissions come from all other activities, including the full upstream and
downstream supply chain. They often comprise business travel, logistics, and
capital goods.

[Gupta et al., 2022] U. Gupta, Y. G. Kim, S. Lee, J. Tse, H.-H. S. Lee, G.-Y. Wei, D. Brooks, and C.-J. Wu. Chasing carbon: The elusive
environmental footprint of computing. IEEE Micro, 2022.
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Chasing Carbon: The Elusive Environmental Footprint of
Computing

[Gupta et al., 2022] U. Gupta, Y. G. Kim, S. Lee, J. Tse, H.-H. S. Lee, G.-Y. Wei, D. Brooks, and C.-J. Wu. Chasing carbon: The elusive
environmental footprint of computing. IEEE Micro, 2022.
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Takeaways

Takeaway 1

Manufacturing dominates emissions for
battery-powered devices, whereas
operational energy consumption dominates
emissions from always-connected devices.

Takeaway 2

In addition to the carbon breakdown, the
total output for device and hardware
manufacturing varies by platform. The
hardware-manufacturing footprint increases
with increasing hardware capability (e.g.,
flops, memory bandwidth, and storage).

[Gupta et al., 2022] U. Gupta, Y. G. Kim, S. Lee, J. Tse, H.-H. S. Lee, G.-Y. Wei, D. Brooks, and C.-J. Wu. Chasing carbon: The elusive
environmental footprint of computing. IEEE Micro, 2022.
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Takeaways

Figure 5: Evaluating carbon footprint between
manufacturing- and operational-related
activities for Google Pixel 3 smartphone.

Takeaway 3

Given the energy-efficiency improvements
from software and hardware innovation
over the last decade, amortizing the
manufacturing carbon output requires
continuously operating mobile devices for
three years – beyond their typical lifetime.

[Gupta et al., 2022] U. Gupta, Y. G. Kim, S. Lee, J. Tse, H.-H. S. Lee, G.-Y. Wei, D. Brooks, and C.-J. Wu. Chasing carbon: The elusive
environmental footprint of computing. IEEE Micro, 2022.
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Takeaways Takeaway 4

For modern warehouse-scale data-center
operators and cloud providers, most
emissions are capex-related – for example,
construction, infrastructure, and hardware
manufacturing.

Takeaway 5

Although overall data-center energy
consumption has risen over the past five
years, carbon emissions from operational
energy consumption have fallen. The
primary factor contributing to the growing
gap between data-center energy
consumption and carbon output is the use
of renewable energy.

[Gupta et al., 2022] U. Gupta, Y. G. Kim, S. Lee, J. Tse, H.-H. S. Lee, G.-Y. Wei, D. Brooks, and C.-J. Wu. Chasing carbon: The elusive
environmental footprint of computing. IEEE Micro, 2022.
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Any Questions?



29/29

References I

T. B. Brown, B. Mann, N. Ryder, M. Subbiah, J. Kaplan, P. Dhariwal, A. Neelakantan, P. Shyam, G. Sastry, A. Askell, S. Agarwal, A. Herbert-Voss,
G. Krueger, T. Henighan, R. Child, A. Ramesh, D. M. Ziegler, J. Wu, C. Winter, C. Hesse, M. Chen, E. Sigler, M. Litwin, S. Gray, B. Chess,
J. Clark, C. Berner, S. McCandlish, A. Radford, I. Sutskever, and D. Amodei. Language models are few-shot learners. In Advances in Neural
Information Processing Systems (NeurIPS), volume 33, pages 1877–1901, Virtual, 2020.

U. Gupta, Y. G. Kim, S. Lee, J. Tse, H.-H. S. Lee, G.-Y. Wei, D. Brooks, and C.-J. Wu. Chasing carbon: The elusive environmental footprint of
computing. IEEE Micro, 2022.

I. Mollas, Z. Chrysopoulou, S. Karlos, and G. Tsoumakas. ETHOS: an online hate speech detection dataset. arXiv preprint arXiv:2006.08328, 2020.

M. Nadeem, A. Bethke, and S. Reddy. StereoSet: Measuring stereotypical bias in pretrained language models. In Proceedings of the Annual Meeting
of the Association for Computational Linguistics (ACL), pages 5356–5371, 2021.

E. Strubell, A. Ganesh, and A. McCallum. Energy and policy considerations for deep learning in NLP. In Proceedings of the Annual Meeting of the
Association for Computational Linguistics (ACL), pages 3645–3650, 2019.


	StereoSet: Measuring Stereotypical Bias in Pretrained Language Models
	ETHOS: An Online Hate Speech Detection Dataset
	Analyses of GPT-3
	Chasing Carbon: The Elusive Environmental Footprint of Computing
	References

