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Background

Self-Supervised Representation Learning



kakaobrain

Unthinkable Question

Transfer Learning

Transferring visual features learned from a large annotated set into small-scale
downstream tasks has been significantly improved the performance!

Upstream Downstream

-8

>= 10M labeled samples

< 1M labeled samples

Kolesnikov et al., “Big Transfer (BiT): General Visual Representation Learning”, ECCV’20.
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Transfer Learning
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Transfer Learning
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BiT-L1

ImageNet-1K ImageNet-21K  JFT-300M
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Transfer Learning

in the upstream

pre-training?

Kolesnikov et al., “Big Transfer (BiT): General Visual Representation Learning”, ECCV’20. 1
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Contrastive Learning

Learning the global representations by comparing the semantically similar and
dissimilar images without human annotations
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Contrastive Learning

How to automatically obtain similar and dissimilar pairs without labels?

l AE.
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Contrastive Learning

How to automatically obtain similar and dissimilar pairs without labels?
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Contrastive Learning

How to automatically obtain similar and dissimilar pairs without labels?
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Contrastive Learning

How to automatically obtain similar and dissimilar pairs without labels?
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Contrastive Learning

Using a simple contrastive objective to learn global representations
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This simple approach really works well!
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What’s the Next Step?

Self-Supervised Multi-modal Representation Learning
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CLIP: Connecting Text and Images

Learning the shared global representations from images and texts!

Radford and Kim et al. “Learning Transferrable Visual Models from Natural Language Supervision”, ICML'21. 2
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CLIP: Connecting Text and Images

(1) Contrastive pre-training

Pepper the

. : Text
aussie pup

Encoder

Image
Encoder

Radford and Kim et al. “Learning Transferrable Visual Models from Natural Language Supervision”, ICML'21.
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image_encoder - ResNet or Vision Transformer

text_encoder - CBOW or Text Transformer

I[n, h, w, ¢c] - minibatch of aligned images

T[n, 1] - minibatch of aligned texts

W_i[d_i, d_e] - learned proj of image to embed

W_t[d_t, d_e] - learned proj of text to embed
- learned temperature parameter

xtract feature representations of each modality
image_encoder(I) #[n, d_i]
text_encoder(T) #[n, d_t]
oint multimodal embedding [n, el

= 12_normalize(np.dot(T_f, W_

#3 d_
I_e = 12_normalize(np.dot(I_f, W_i), axis=1)
T_e t)

, axis=1)

# scaled pairwise cosine similarities [n, n]
logits = np.dot(I_e, T_e.T) * np.exp(t)

# symmetric loss function

labels = np.arange(n)

loss_i = cross_entropy_loss(logits, labels, axis=0)
loss_t = cross_entropy_loss(logits, labels, axis=1)
loss (loss_i + loss_t)/2

Figure 3. Numpy-like pseudocode for the core of an implementa-
tion of CLIP.

Radford and Kim et al. “Learning Transferrable Visual Models from Natural Language Supervision”, ICML'21.
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image_encoder - ResNet or Vision Transformer

text_encoder - CBOW or Text Transformer

I[n, h, w, ¢c] - minibatch of aligned images d I

T[n, 1] - minibatch of aligned texts an ma es
W_i[d_i, d_e] - learned proj of image to embed

W_t[d_t, d_e] - learned proj of text to embed
t - learned temperature parameter

Kakaobrain © All rights Reserved.
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xtract feature representations of each modality
= image_encoder(I) #[n, d_i]
text_encoder(T) #[n, d_t]

—

oint multimodal embedding [n, el

d_
= 12_normalize(np.dot(I_f, W_i), axis=1)
t)

12_normalize(np.dot(T_f, W_t), axis=1)
pairwise cosine similarities
np.dot(I_e, T_e.T) * np.exp(t)

# symmetric loss function

labels = np.arange(n)

loss_i = cross_entropy_loss(logits, labels, axis=0)
loss_t = cross_entropy_loss(logits, labels, axis=1)
loss (loss_i + loss_t)/2

Kakaobrain

Figure 3. Numpy-like pseudocode for the core of an implementa-
tion of CLIP.

Radford and Kim et al. “Learning Transferrable Visual Models from Natural Language Supervision”, ICML'21. 2
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image_encoder - ResNet or Vision Transformer
text_encoder - CBOW or Text Transformer

I[n, h, w, ¢c] - minibatch of aligned images
T[n, 1] - minibatch of aligned texts
W_i[d_i, d_e] - learned proj of image to embed
W_t[d_t, d_e] - learned proj of text to embed
t - learned temperature parameter

#
#
e
i
#
#
4

extract feature representations of each modality
_f = image_encoder(I) #[n, d_i]
_f = text_encoder(T) #[n, d_t]

# joint multimodal embedding [n, d_e]
I_e = 12_normalize(np.dot(I_f, W_i), axis=1)
T_e = 12_normalize(np.dot(T_f, W_t), axis=1)

# scaled pairwise cosine similarities [n, n]
logits = np.dot(I_e, T_e.T) * np.exp(t)

# symmetric loss function

labels = np.arange(n)

loss_i = cross_entropy_loss(logits, labels, axis=0)
loss_t = cross_entropy_loss(logits, labels, axis=1)
loss (loss_i + loss_t)/2

Figure 3. Numpy-like pseudocode for the core of an implementa-
tion of CLIP.

Radford and Kim et al. “Learning Transferrable Visual Models from Natural Language Supervision”, ICML'21.
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CLIP: Connecting Text and Images

(2) Create dataset classifier from label text

A photo of Text
| v — II.

Radford and Kim et al. “Learning Transferrable Visual Models from Natural Language Supervision”, ICML'21.

Kakaobrain © All rights Reserved.

Kakaobrain

2

<



kakaobrain

Unthinkable Question

CLIP: Connecting Text and Images

(2) Create dataset classifier from label text

A photo of Text
a . Encoder

(8) Use for zero-shot prediction

Image
Encoder

Radford and Kim et al. “Learning Transferrable Visual Models from Natural Language Supervision”, ICML'21.
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MSCOCO sample

“A shoe rack with some shoes and a
dog sleeping on them”



#pairs(M)

Unthinkable Question

Large-scale Image-Text Pairs
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Large-scale Image-Text Pairs
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CC12M

(CVPR’21)

README.md

Conceptual 12M

<PERSON> was the first US president to
attend a tournament in sumo’s hallowed

Ryogoku Kokugikan arena. (AFP photo)

4
p #jellyfish #blue #ocean #pretty Sea
Turtle Wallpaper, Aquarius Aesthetic,
{ Blue Aesthetic Pastel, The Adventure
L Zone, Capricorn And <PERSON>, Life
F Aquatic, Ocean Life, Jellyfish, Marine
Life

Hand holding a fresh mangosteen

We introduce the Conceptual 12M (CC12M), a dataset with ~12 million image-text pairs meant to be used for
vision-and-language pre-training. It is larger and covers a much more diverse set of visual concepts than the
Conceptual Captions (CC3M), a dataset that is widely used for pre-training and end-to-end training of image
captioning models. Check our paper for further details.
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https://github.com/google-research-datasets/conceptual-12m
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Large-scale Image-Text Pairs
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Google Research (ICML'21)

Scaling Up Visual and Vision-Language Representation Learning
With Noisy Text Supervision

Chao Jia' Yinfei Yang' Ye Xia' Yi-Ting Chen'
Yunhsuan Sung’ Zhen Li' Tom Duerig

Abstract

Pre-trained representations are becoming crucial
for many NLP and perception tasks. While repre
sentation learing in NLP has transitioned to train-
xt without human annotations, vi-
sual and vision-language representations sill rely
heavily on curated training datasets that are expen-
sive or require expert knowledge. For vision Wl.
cations, representations are mostly leaned using
datasets with explicit class labels such as Ima
geNet or Openlmag v popu
lar datasets like Conceptual Captions, MSCOCO,
or CLIP all involve a non-trivial data collection
(and cleaning) process. This costly curation pro

the scaling of trained models. In this paper, we

e a noisy dataset of over one billion image

pairs, obtained without expensive filter.
ing or post-processing steps in the Conceptual
Captions dataset. A simple dual-encoder archi
tecture learns (o align visual and language rep
resentations of the image and text pairs using a
contrastive loss. We show that the scale of our
corpus can make up for its noise and leads to
state-of-the-art representations even with such a
simple learning scheme. Our visual representation
achieves strong performance when transferred to
classification tasks such as ImageNet and VTAB.
‘The aligned visual and language representations
enables zero-shot image classification and also
set new state-of-the-art results on Flickr30K and
MSCOCO image-text retricval benchmarks, even
when compared with more sophisticated cross
attention models. The representations also enable
cross-modality search with complex text and text
+ image queries.

'Google Research. Correspondence to Jia <chao-
@google.com>, Yinfei Yang <yinfeiy @

edings of stional Conference on Machine
Learming SVALR 130 2021 bt 2021 by the author(s).

Zarana Parekh' Hieu Pham' Quoc V. Le'

1. Introduction

In the existing literature, visual and vision-language repre-
sentation learning are mostly studied separately with differ-
ent training data sources. In the vision domain, preaning
on large-scale supervised data such as In t (Deng

2009), Openlmages (Kuznetsova et al. 2020), and JFT
300M (Sun et . 2017: Ks 1L, 2020) has proven
to be critical for improving performance on downstream
tasks via transfer learning. Curation of such pre-training
datasets requires heavy work on data gathering, sampling
and human annotation, and hence is difficult to scale

Pre-training has also become the de-facto approach
in vision-language modeling (Lu et al., 2019; Chen
etal., 2020c; Li et al., 2020). However, vision-language
pre-training datasets such as Conceptual Captions (Sharma
et al., 2018), Visual Genome Dense Captions (Krishna
et al, 2016), and ImageBERT (Qi et al., 2020) require
even heavier work on human annotation, semantic parsing
cleaning and balancing. As a result, the scales of these
datasets are only in the realm of ~10M examples. This is at
least an order of magnitude smaller than their counterparts
in the vision domain, and much smaller than large corpora
of text from the internet for NLP pre-training (e.g., Devlin
etal. (2019); Radford et al. (2019); Yang et al. (2019); Liu
al. (2019b); Raffel et al. (2020)).

In this work, we leverage a dataset of over one billion noisy
image alt-text pairs to scale visual and vision-language rep-
resentation learning. We follow the procedures described
in the Conceptual Captions dataset (Sharma et al., 2018)
to have a large noisy dataset. But instead of applying the
complex filtering and post-processing steps as proposed
by (Sharma et al., 2018) to clean the dataset, we only apply
simple frequency-based filtering. The resulting dataset is
noisy, but is two orders of magnitude larger than the Con-
ceptual Captions dataset. We show that visual and vision-
language representations pre-trained on our exascale datas

achieve very strong performance on a wide range of tasks.

o train our model, we use an objective that aligns the visual
and language representations in a shared latent embedding
space using a simple dual-encoder architecture. Similar

Kakaobrain © All rights Reserved.
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Where the Source?

Article  Talk

Michael Jackson

From Wikipedia, the free encyclopedia

For other uses, see Michael Jackson (disambiguatio

“King of Pop" redirects here. For other uses, see King of Pop (

Michael Joseph Jackson (August 29, 1958 - June 25, 2009) was an American singer, songwriter, and dancer. Dubbed the

“eM v nw s - - e W v sy

Vars I £ 11/ ol o0 /E 2T o oMo b T mlimnia 2 1N00 =l T o 12

<img alt="A photograph of Michael Jackson singing into a micr
ophone" src="//upload.wikimedia.org/wikipedia/commons/thumb/
3/31/Michael Jackson in 1988.jpg/220px—Michael Jackson in 198

—_—d1=J e

load.wikimedia.org/wikipedia/commons/3/31/Michael Jackson in_
1988.jpg 1.5x" data-file-width="283" data-file-height="503">
</a>

<div class="infobox-caption">Jackson performing in 1988</div>

S

selling individual music ai Idwide. His honors include 15 Grammy A

ntury. Over a four-decade career,

made him a global figure in popular
rmances, he popularized

, as well as the robot. He is the most awarded

In 1964 with his elder brothers Jackie, Tito,
er in 1971

with breaking racial barriers and transforming
and continued to innovate with
e, Book (1995). Thriller became
0ard Hot 100 number-one

jon due to his char ppearance, relationships,
d of a family friend. The lawsuit was settled out
was tried and acquitted of further child sexual
criminal conduct on Jackson's behalf in either
Jackson died from an overdose of propofol

1 of involuntary manslaughter
¢ chael Joseph Jackson

ales of over 400 million records worldwide. ™ 2 August 29, 1958
e artist in the Hot 100 era) and was the first ndiana, U,
ades. He s regarded by the RIAA as the highest- (aged 50)

California,
a Gol Award, and

ds, including the "Most Successful Entertainer of All Time". Jackson's inductions include the Rock

Il of Fame (twice), the Vocal Group
ing artist to be inducted), and the
highest yearly amount for a celebrity ever recorded by Forbes,
Contents [hide]
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b

1 Life and career
11 Ea nd
0 Epic and C

and Motow

Hall of Fame, the Dance Hall of Fame (the only

Fame. In 2016, his estate earned $825 million, the

California, U,
Other names  Michael Joe Jackson

Occupation songwriter - dancer

sing
record produ

Spouse(s)
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LAION Projects

@

31. March 2022

' AION-5B: A NEW ERA OF OPEN
 ARGE-SCALE MULTI-MODAL
ATASETS

We present a dataset of 5,85 billion CLIP-filtered image-text pairs, 14x bigger than
LAION-400M, previously the biggest openly accessible image-text dataset in the world.

Authors: Christoph Schuhmann, Richard Vencu, Romain Beaumont, Theo Coombes, Cade Gordon, Aarush
Katta, Robert Kaczmarczyk, Jenia Jitsev
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A photo of {label}

<= Aphoto of acat

A photo of a dog
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A photo of {label}, a type of flower

<= Aphoto of acat

A photo of a dog
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Experiments — Zero-shot Classification

StanfordCars
Country211
Food101
Kinetics700
SST2
SUN397
UCF101
HatefulMemes
CIFAR10
CIFAR100
STL10
FER2013
Caltechl101
ImageNet
OxfordPets
PascalvVOC2007 f+0.5
. Birdsnap
MNIST
FGVCAircraft
RESISC45
Flowers102
DTD
CLEVRCounts
GTSRB
PatchCamelyon
KITTI Distance
EuroSAT
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A Score (%)
Zero-Shot CLIP vs. Linear Probe on ResNet50
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Experiments — Zero-shot Classification

~
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StanfordCars
Country211
Food101
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A Score (%)
Zero-Shot CLIP vs. Linear Probe on ResNet50
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presets a girl running on the beach
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Application of CLIP

“A drawing of a cat”. “Horse eating a “A 3D rendering of “Family vacation to
cupcake”. a temple”. Walt Disney World”.

Various drawings synthesized by CLIPDraw, along with the corresponding description prompts used. CLIPDraw
synthesizes images from text by performing gradient descent over a set of RGBA Bézier curves, with the goal of minimizing
cosine distance between the CLIP encodings of generated images and description prompts. CLIPDraw does not require
learning a new model, and can generally synthesize images within a minute on a typical GPU.

Frans et al. “CLIPDraw: Exploring Text-to-Drawing Synthesis through Language-Image Encoders®, arXiv'21
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Application of CLIP

“Emma Stone”

“Mohawk hairstyle”

“Without makeup”

“Cute cat”

Patashnik et al. “StyleCLIP:

“Gothic church”

Text-Driven Manipulation of StyleGAN Imagery”, ICCV’21 (oral)
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Conclusion

Now, it’s possible to learn a shared representation from text-image pairs




