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Recent Trends in Machine Learning:  
A Large-scale Perspective 

A Short Introduction to Multi-modal AI Models (Part )

Saehoon Kim @ Kakaobrain
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Outline of This Course

CLIP 
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DALL-E  
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Outline of This Course

CLIP 
Encoder-only

DALL-E 
Decoder-only

DALL-E  
Enc-Dec

Contrastive Learning
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Outline of This Course

CLIP 
Encoder-only

DALL-E 
Decoder-only

DALL-E  
Enc-Dec

Contrastive Learning
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Outline of This Course

CLIP 
Encoder-only

DALL-E 
Decoder-only

DALL-E  
Enc-Dec

Contrastive Learning Autoregressive Model
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Outline of This Course

CLIP 
Encoder-only

DALL-E 
Decoder-only

DALL-E  
Enc-Dec

Contrastive Learning Autoregressive Model
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Outline of This Course

CLIP 
Encoder-only

DALL-E 
Decoder-only

DALL-E  
Enc-Dec

Contrastive Learning Autoregressive Model Diffusion Model
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Outline of This Course

CLIP 
Encoder-only

DALL-E 
Decoder-only

DALL-E  
Enc-Dec

Contrastive Learning Autoregressive Model Diffusion Model
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Background 
Self-Supervised Representation Learning
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Transfer Learning
Transferring visual features learned from a large annotated set into small-scale 
downstream tasks has been significantly improved the performance!

Kolesnikov et al., “Big Transfer (BiT): General Visual Representation Learning”, ECCV’. 
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Transfer Learning

Kolesnikov et al., “Big Transfer (BiT): General Visual Representation Learning”, ECCV’. 
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Transfer Learning

Kolesnikov et al., “Big Transfer (BiT): General Visual Representation Learning”, ECCV’. 
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Transfer Learning

Kolesnikov et al., “Big Transfer (BiT): General Visual Representation Learning”, ECCV’. 



kakaobrain Unthinkable Question

Ka
ka

ob
ra

in
Ka

ka
ob

ra
in

 ©
 A

ll 
rig

ht
s 

Re
se

rv
ed

.

14

Transfer Learning

Kolesnikov et al., “Big Transfer (BiT): General Visual Representation Learning”, ECCV’. 

Can we learn visual features without labeled samples in the upstream 
pre-training?
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Contrastive Learning
Learning the global representations by comparing the semantically similar and 
dissimilar images without human annotations
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Contrastive Learning
How to automatically obtain similar and dissimilar pairs without labels?
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Contrastive Learning
How to automatically obtain similar and dissimilar pairs without labels?
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Contrastive Learning
How to automatically obtain similar and dissimilar pairs without labels?

Similar pairs
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Contrastive Learning
How to automatically obtain similar and dissimilar pairs without labels?

Dissimilar pairs
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Contrastive Learning
How to automatically obtain similar and dissimilar pairs without labels?
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Contrastive Learning
Using a simple contrastive objective to learn global representations
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This simple approach really works well!
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What’s the Next Step? 
Self-Supervised Multi-modal Representation Learning
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CLIP: Connecting Text and Images
Learning the shared global representations from images and texts!

Radford and Kim et al. “Learning Transferrable Visual Models from Natural Language Supervision”, ICML’. 
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CLIP: Connecting Text and Images

Radford and Kim et al. “Learning Transferrable Visual Models from Natural Language Supervision”, ICML’. 
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CLIP: Connecting Text and Images

Radford and Kim et al. “Learning Transferrable Visual Models from Natural Language Supervision”, ICML’. 
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CLIP: Connecting Text and Images

Radford and Kim et al. “Learning Transferrable Visual Models from Natural Language Supervision”, ICML’. 
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CLIP: Connecting Text and Images

Radford and Kim et al. “Learning Transferrable Visual Models from Natural Language Supervision”, ICML’. 
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CLIP: Connecting Text and Images

Radford and Kim et al. “Learning Transferrable Visual Models from Natural Language Supervision”, ICML’. 
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CLIP: Connecting Text and Images

Radford and Kim et al. “Learning Transferrable Visual Models from Natural Language Supervision”, ICML’. 
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Large-scale Image-Text Pairs

C

MSCOCO sample

“A shoe rack with some shoes and a 
dog sleeping on them”
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Large-scale Image-Text Pairs
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Large-scale Image-Text Pairs
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https://github.com/google-research-datasets/conceptual-m  (CVPR’)

https://github.com/google-research-datasets/conceptual-12m
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Large-scale Image-Text Pairs
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Large-scale Image-Text Pairs
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1B pairs

Google Research (ICML’)

400M
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Where the Source?
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LAION Projects



kakaobrain Unthinkable Question

Ka
ka

ob
ra

in
Ka

ka
ob

ra
in

 ©
 A

ll 
rig

ht
s 

Re
se

rv
ed

.

38

Experiments — Zero-shot Classification

A photo of {label}

A photo of a cat

A photo of a dog
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Experiments — Zero-shot Classification

A photo of {label}, a type of flower

A photo of a cat

A photo of a dog
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Experiments — Zero-shot Classification
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Experiments — Zero-shot Classification
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Application of CLIP — Search Engine
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Application of CLIP

Frans et al. “CLIPDraw: Exploring Text-to-Drawing Synthesis through Language-Image Encoders“, arXiv’
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Application of CLIP

Patashnik et al. “StyleCLIP: Text-Driven Manipulation of StyleGAN Imagery”, ICCV’ (oral)
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Conclusion
Now, it’s possible to learn a shared representation from text-image pairs 


