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DALL-E 1 (AR Model)
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From OpenAl’s official page



https://www.youtube.com/watch?v=qTgPSKKjfVg
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DDPM: Denoising Diffusion Probabilistic Models

Diffusion models are latent variables models defined by diffusion (forward) process
and reverse process

P()Xt—‘xt
O

J.Ho, A. Jain and P. Abbeel . Denoising Diffusion Probabilistic Models, NeurlPS’20.
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Diffusion Process

T
q(x1.7|%0) = HQ(Xt|xt—1)7 q(xt|x¢-1) = N (x¢[/1 — Bxi-1, B T)

t=1
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Diffusion Process

When beta is sufficiently small, this forward process can be approximated by a
Gaussian distribution in the reverse process

T

X1 T|X0 Hq Xt|xt 1 Q(Xt|xt—1) = N(Xt’\/ 1— ﬁtxt—l,ﬁtnl

t=1




Unthinkable Question

kakaobrain

‘pansasey S1ub

© ueigoexe)y|

Reverse Process

~~
(|
=)
S
X

P(XT) =

uteiqoese)y



kakaobrain

Unthinkable Question

Reverse Process

P\ XT :N XT‘O,I

_ : 2
Po Xt—1|Xt = Xi—1; Mo (X¢t,t), 071
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Reverse Process
p(XT) — N(XT‘O, I)

_ . 2
po(xe-1|xt) = N (x¢-1; o (x4, 1), 071

D\Xo:7 ) = P\XT Do Xt—l|xt 9
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Optimization (1/2)

Parameters of reverse process can be learned by optimizing the standard ELBO

E|—logpy(x0)] = E, [— log po (Xo.7) ]

Q(xlzT ’XO)

= [,

—logp(xr) — Y log p‘)X“"‘)]

t>1 Xt‘xt 1)
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Optimization (2/2)

Parameters of reverse process can be learned by optimizing the standard ELBO

Eq|Dxlg(xr|x0)|lp(xr))

Lt

+ZDKL X 1‘XtaX0)HP(Xt)]—10gp0(Xo\X1)]
t>1

Lt 1 Lo
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Optimization (Simplified Version)

Through its reparmeterization, the objective simplifies to

B
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Optimization (Simplified Version)

Through its reparmeterization, the objective simplifies to
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Optimization (Simplified Version)

Through its reparmeterization, the objective simplifies to

B; _ .
Exo,(—: [20’%0&(:: . at) |G - 69(\/&){0 + \ 1 — O €, t)“%]
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Training [ Sampling

Algorithm 1 Training

l: repeat
2: X ([(Xu)
3

t ~ Uniform({1
e~ N(0,1)
Take gradient descent step on
V(‘p IE — €g ( \,""'ﬁ(VXu + \,1 - (3‘16. f)H-
: until converged
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Training [ Sampling

Algorithm 2 Sampling

: xr ~ N(0,1)
2: fort =
z ~ N(0.1) ift > 1 elsez=0

VLT

l ¢ ; \
Xi1 = — (Xr— L Cu(xf.f,)>+f7fz

V1—ay
: end for
: return xg
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Experiments

Table 1: CIFARI10 results. NLL measured in bits/dim.

Model

Conditional

JEM [17]
BigGAN [3]

Unconditional

Gated PixelCNN [39]
Sparse Transformer [7]
PixelIQN [43]

EBM [1]

NCSNv2 [56]

NCSN [35]

SNGAN [39]
SNGAN-DDLS [4]
StyleGAN2 + ADA (v1) [29]
Ours (L, fixed isotropic 33)
Ours (L:\implv)

IS

7.671+0.13

FID

S NLL Test (Train)

EBM [11]

StyleGAN2 + ADA (v1) [29] .

Diffusion (original) [33]

Compared to AR models, DDPM generates samples in a bi-directional manner!

Figure 4: LSUN Bedroom samples. FID=4.90
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Experiments

Compared to AR models, DDPM generates samples in a bi-directional manner!
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Figure 6: Unconditional CIFAR10 progressive generation (Xo over time, from left to right). Extended samples
and sample quality metrics over time in the appendix (Figs.[I0 and[14).
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G LI D E: Guided Language to Image Diffusion for Generation and Editing

Class-conditional diffusion models can be implemented by classifier guidance

fo(ze|y) = po(xely) + s+ 2o (xe|y) Ve, log pe(y|z:)
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G LI D E: Guided Language to Image Diffusion for Generation and Editing

Classifier-free guidance for removing the need of a separate classier

éo(xt|y) = eo(24|0) + s - (ea(xt|y) — €g(x4]0))

Ml [i(x|y) = po(xely) + s Zo(xe|y) Ve, log pe(y|zy)




GLIDE (Model)

e Using the ADM model architecture from Guided Diffusion
e Using the same dataset as DALL-E
o Two-stage training
e For the text encoding, a 1.2B parameter diffusion model is used
e For upsampling (64x64 - 256x256), a 1.5B parameter diffusion model is used
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Experiments (Generation)

“a group of skiers are

“a green train 1s coming
b “ preparing to ski down

down the tracks™

“a small Kitchen with “a group of elephants walking
a low ceiling™ in muddy v

“a living

television and a table™

a with a
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Experiments (Image Editing)

Vel v

“pink yarn ball™

“red dog collar”

“tic with black

“blue short pants™
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DALLE-2 - Overview

“a corgi

playing a
flame

throwing
trumpet”

CLIP objective img
B — e
encoder

Ramesh et al. “Hierarchical Text-Conditional Image Generation with CLIP Latents”, arXiv'22
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DALLE-2 - Overview
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DALLE-2 - Importance of Prior Model

GLIDE
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DALLE-2 - Objective

Py(image|text) =
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DALLE-2 - Objective

Py(image|text) = Py(image, g'text)

Deterministic variable!



Unthinkable Question

DALLE-2 - Objective

Py(image|text) = Py(image, z|text)

= Py(image|z, text) - P;(z|text)

Decoder Prior
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DALLE-2 Architecture - Details

Embedding

Fourier
features

1

time
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DALLE-2 Architecture - Details

image feature

?

Embedding text feature -.D.D.

Fourier CLIP
t 4 4

time ]

SOS text
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DALLE-2 Architecture - Details

image feature
: & Updated Embedding

Embedding []
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DALLE-2 Architecture - Details

-I:I .D. .... Text repr.

text feature .D.D.
*
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DALLE-2 Arch

ResBlock

AttnBlock

AttnBlock
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ResBlock

Noisy image

ADM
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Diffusion prior

64 64 — 256

256 — 1024

Diffusion steps
Noise schedule
Sampling steps
Sampling variance method
Crop fraction

Model size
Channels

Depth

Channels multiple
Heads channels
Attention resolution
Text encoder context
Text encoder width

Text encoder depth
Text encoder heads
Latent decoder context
Latent decoder width

Latent decoder depth
Latent decoder heads
Dropout

Weight decay

Batch size

Iterations

Learning rate

Adam -

Adam €

EMA decay

1000
cosine
64
analytic [2]

1000 1000
cosine cosine
250 27
learned [34] DDIM [47]
- 0.25
3.5B 700M
512 320
3 3
1,2,3,4 1,2,3,4
64 -
32,16,8
256
2048
24
32

0.1

1000
linear
15
DDIM [47]
0.25
300M
192

1,1,2
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Sample Examples (from reddit/Dall-e-2)
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Sample

An orange cat staring at a drawer filled with socks on fire, high-
resolution photo
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Sampl

732

“a painting by Grant Wood of an astronaut couple, american gothic

Kakaobrain © All rights Reserved.

Kakaobrain

47



Posted by u/danielbln dalle2 user 7 days ago E) é)

630 happy racoons wearing colourful turtlenecks
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DALLE-2 Architecture - Limitation
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(a) A high quality photo of a dog playing in a green field next to a lake.
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Conclusion

Diffusion Models (DDPM, GLIDE, DALL-E 2)




